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Abstract

All professional technical assessment processes are fraught with uncertainty. If a decision is premised upon the result, the decision maker must 

understand the reliability of the performed assessment. A causal theory application is developed utilizing distinct (linguistic, ordered) terms and 

continuous (numerical) variables. It uncouples the methods from the result of the assessment obtained and focuses on those aspects that are 

important to the reliability assessment of the conclusion, not the answer itself. Matrices provide a means of characterizing the uncertainty of the 

methods and information available for each principal issue impacting the reliability. These matrices are determined as paired qualitative assessments 

of the Quality of the Measures Used and the Quality of Implementation of component description measures. Each is qualified by two to five grades, 

allowing three, five, seven, or nine quality distinctions for the assessed element. Uncertainty β values are determined for each component of the 

assessment combined by either an RMS procedure or a weighted average and converting a numerical value back to a consistent linguistic term. 

This procedure yields a basis for using good judgment while being sensible and reasonably cautious by independently determining the reliability 

using a carefully considered approach. California State University has assessed seismic retrofit priorities for 56 buildings using this method and has 

committed to its continuing use as its retrofit priority evaluation tool.
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INTRODUCTION
The premise of the paper is that when a person considers 

the use of a professional assessment result as a basis for a 
decision (or judgment), they do not want to be a victim of 
a decision gone wrong. To do so, there should be careful 
consideration and specifi cation of the scope of services for 
the study before it is commissioned, and of whether after 
the fact the reliability of the recommendations is likely to 
be suffi  ciently reliable to be actionable. This process should 
follow the legal defi nition of being prudent by obtaining 
reliable data, using good judgment, and being wise, sensible, 
and reasonably cautious. This paper presents a method by 
which this reliability can be determined. The means are 
mathematical and can be applied to any decision that has 
both measures for the elements of performing a task and 
means of evaluating their quality of execution regardless 
of the subject of the decision. The technical basis is the 
Causal Modeling literature and uncoupling the methods 

from the specifi c issues addressed by the overall causal 
model and focusing on those aspects that are important to 
the reliability assessment of the model, without concern for 
what the conclusion of the model’s specifi c results are. The 
paper extends the fi ndings and methods fi rst developed by 
Thiel, Zsutty, and Lee for a narrowly focused problem of 
building seismic assessment reliability [1] and provides a 
rigorous basis for the use of the methods. 

There is inherent uncertainty in the reliability of 
any professional’s evaluation of a risk condition or 
consequence. All professional processes that evaluate a 
particularly technically based problem are fraught with 
uncertainty. Some are a natural result of uncertainties in 
data assumptions and methods used, some are the results 
of the computational and analytic processes used, and some 
are because people do the wrong thing or ignore or do not 
fi nd important information. This general condition has been 
well-stated by California Supreme Court Justice Roger J. 
Traynor in a decision rendered in 1954:
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Those who hire (professionals) are not justifi ed in 
expecting infallibility, but only reasonable care and 
competence. They purchase the service, not insurance 
(Traynor, 1954).

There is no reason to suggest that this is not a national 
admonition. Notwithstanding the client’s opinion of the 
performer(s), or whether the conclusions support the 
preferred solution or not, in essence, the issue is whether 
the knowledge and procedures of its performers and their 
methods and data used were suffi  cient to support the 
conclusion(s). It is in the client’s best interests to determine 
how reliable a report’s conclusions will be or are. The client 
should not rely on the professional’s liability insurance 
to right the losses due to wrong decisions that may be 
made based on the report if it were to be incomplete or 
wrong. We assert that liability insurance is an unreliable 
principal method as a risk mitigation measure for not 
doing proper due diligence. Our task is how the reliability 
of an assessment can be evaluated. We do not consider 
determining the statistics of several diff erently based 
assessments by independent, individual assessors as an 
acceptable alternative to determining the reliability of an 
outcome. It is only valid if the reliability of the individual 
assessments is also completed; it is not a reliability measure 
itself. This takes time and resources that are usually not 
acceptable, notwithstanding the dubious reliability of the 
results of averaging.

The Society for Risk Analysis [2] defi nes Overall 
Qualitative Risk that was originally posed for occurrences of 
large-scale events but is equally applicable to the evaluation 
of any decision. They defi ne Risk as: 

We consider a future activity [interpreted in a wide 
sense to also cover, for example, natural phenomena], 
for example, the operation of a system, and defi ne risk in 
relation to the consequences (eff ects, implications) of this 
activity with respect to something that humans value. The 
consequences are often seen in relation to some reference 
values (planned values, objectives, etc.), and the focus 
is often on negative, undesirable consequences. There is 
always at least one outcome that is considered negative or 
undesirable. 

The issue is to be able to qualitatively assess the reliability 
of the methods used by a consultant who is providing an 
evaluation of the question posed for resolution. In this 
glossary’s sense, this is measuring the robustness of the 
assessment, which we defi ne as:

• The antonym of vulnerability

• A system is robust to uncertainty if specifi ed goals 
are achieved despite large info-gaps (the disparity 

between what is known, and what needs to be known 
to ensure specifi ed goals). 

Aven in a paper addressing the state of the art of risk 
management focused on several key issues needing research 
[3]:

1. How can we accurately represent and account 
for uncertainties in a way that properly justifi es 
confi dence in the risk assessment results? 

2. How can we state how good expert judgments are, 
and/or how can we improve them? 

3. In the analysis of near misses, how should we 
structure the multi-dimensional space of causal 
proximity among diff erent scenarios to measure “how 
near is a miss to an actual accident?

These three items are the focus of this paper: developing 
a quantitative approach to determining the reliability of 
a technical assessment that both indicates whether the 
conclusions are robust enough to be actionable, and as 
a side benefi t gives indications of what can be done if the 
result is not actionable, but the need is still there. Other 
than this work, the author is aware of no procedure that has 
been presented in the literature to accomplish this purpose 
in a generalizable manner. 

When we decide whether an assessment’s conclusion(s) 
or fi nding(s) is/are acceptable in quality or not, we need an 
organized way to proceed. This discipline applies to both 
before the assessment is done to make it more likely to be 
valid, as well as after when we are evaluating the reliability 
of the results. There are several ways and intensities of eff ort 
that could be used. We could just think about it and decide 
by experience with the provider, bow to heuristics or biases, 
and/or depend on gut feel. As predictable, the author thinks 
there should be analytic discipline to the decision-making 
process and its execution. 

It is in the best interests of the client to determine how 
reliable a person’s or report’s conclusions will be or are, 
and the client should not rely on the professional’s liability 
insurance to right the losses due to wrong decisions that 
may be made upon the basis of the report if it were to 
be incomplete or wrong. The question is: How can the 
reliability of a performance assessment be evaluated? 
and Is the procedure used well based? The recommended 
procedures developed address the following issues for 
each component of the process leading to uncertainty of its 
results: 

Quality is measured by the acceptable reliability or level 
of uncertainty of the reported performance assessment. 
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Confi dence limits for reported assessed numerical 
loss value, where these limits are based on the assessor’s 
statement of uncertainty together with the uncertainty in the 
analytic methods, available information, the investigation 
procedures employed, and the data processing procedures 
used.

Often a report or decision references voluntary and 
required Standard(s) being used that are widely respected. 
Standards usually allow modifi cation that a rule-based 
system would not allow. A shortcoming of most standards 
is that they give no means of determining the degree of 
reliability of the assessment application, except by general 
reference. Voluntary standards depend on the performer to 
self-certify compliance with the referenced standard, which 
is not a reliable basis for acceptance by others. 

Approach to resolving the assessment process 
Before proceeding to the Assessment Reliability 

procedure, it is helpful to understand the current general 
process of solving problems. These problems, including 
those of reliability, risk, and decision-making, without 
exception, are solved within the confi nes of a model 
universe. This universe contains a set of physical and 
probabilistic approaches, which are employed as a heuristic 
idealization of reality to render a solution for the problem 
at hand. The selected heuristic may contain inherently 
uncertain quantities or components and may be made up of 
sub-models that are invariably imperfect representations of 
reality, giving rise to additional uncertainties. Any selected 
method of this representation of the nature and character 
of uncertainties should be stated within the confi nes of the 
selected approach. There can be many sources of uncertainty. 
In the context of the approach, it is convenient to categorize 
the character of uncertainties as either aleatory or 
epistemic. Aleatoric uncertainty is the intrinsic randomness 
of a phenomenon and epistemic uncertainty is attributable 
to a lack of knowledge or understanding (concerning 
actual behavior or a lack of suffi  cient data for an adequate 
empirical or quantitative representation). The reason that it 
is useful to have this distinction of the uncertainty sources 
of a professional analysis model is that the epistemic lack 
of knowledge part of the uncertainty can be represented in 
the model by introducing auxiliary non-physical variables. 
These variables capture information obtained through 
the gathering of more data or the use of more advanced 
scientifi c principles and/or more detailed assessments. An 
uttermost important point is that these auxiliary variables 
defi ne statistical dependencies (correlations) between the 
components of the model clearly and transparently (Der 
Kiureghian, Ditlevsen, 2009). Epistemic uncertainty can be 
reduced by acquiring knowledge and information concerning 
the behavior of the system, and aleatoric uncertainty can be 

reduced by an increase in observations, tests, or simulations 
required for sample estimation of model parameters. In 
practice, systems under analysis cannot be characterized 
exactly—the knowledge of the underlying phenomena is 
incomplete. This leads to uncertainty in both the values of 
the model parameters and the hypothesis supporting the 
model structure. This defi nes the scope of the uncertainty 
analysis which we shall investigate herein.

Causal theory [4], provides a rigorous measurement 
theory for the distinctions between distinct (linguistic, 
ordered) terms and continuous (numerical) variables, 
developed in Section 3. Thiel, Zsutty and Lee [1], developed 
a primitive approach to the subject of this paper for the 
prediction of building collapse displacement or fragility due 
to earthquakes. The key questions addressed were: How to 
assign quality measures of the factors used in the calculation 
of collapse displacement, and how can these qualities of 
knowledge measures be combined to relate to the certainty 
(reliability) of the results of the collapse displacement 
estimation process? For a given factor (or component) used 
in the collapse estimation process, a measure of uncertainty 
(a β value: 0<β <1) was assigned corresponding to several 
qualitative levels of Quality of Description of the Factor 
(in the case of three levels, they are High, Medium, and 
Low) and same number of levels of its assessed Quality of 
Implementation. Section 4.1 presents a series of matrices 
that provides a single quantitative evaluation index, β, 
based on the paired qualitative assessments of the Quality 
of Implementation Quality of Component Description 
Measure. The lower the β value, the greater the certainty 
(reliability) of the result; conversely, the higher the 
β value, the lower the certainty (unreliability). The means of 
assigning the required quality measures shall become clear in 
Section 4.5, which presents an example of a specifi c problem 
for how the pairs of quality for each of the components are 
assigned. An analytically determined numerical value β 
can be expressed as a qualitative linguistic term. Section 5 
provides a systematic approach to completing a reliability 
assessment in fi ve distinct sequential steps. Section 6 
presents the conclusions for the paper and discusses how 
the procedure can be used for any reliability assessment 
that can identify the components of the reliability process. 
It also points out that it can be used to plan an assessment 
and judge its results, whether the assessment was under the 
control of the user, or it was produced for someone else and 
is presented to infl uence your decision. 

In a real sense, the method proposed here is a mathe-
matical tool consistent with Poincaré ’s comments on 
Mathematics as the art of giving the same name to 
diff erent things. To mathematicians, it is a matter of 
indiff erence if these objects are replaced by others, provided 
that the relations do not change. Herein, this means that 
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the formalisms of this method are independent of the 
application to which they are applied. The only thing required 
is that the problem to which it is applied is described in the 
same sense, whether risk assessment, economics, social 
or physical sciences, or engineering, makes no diff erence. 
This evaluation process can be used wherever the problem 
concerning the reliability of an assessment or judgment can 
be stated within the confi nes of the mathematical process 
presented [5].

A causation theory application
Recent developments in inference center on the notions 

of causality modeling developed by Pearl, et al. 2009 [4], 
and others that have a bearing on estimating the reliability 
of a decision may be determined analytically by assessing 
formally how the decision process is understood and 
determined. Causality models assume that the world is 
described in terms of variables; these variables can take on 
various values, distinct (categories or terms) or continuous 
(numeric). The choice of variables determines the language 
used to frame the situation under consideration. Some 
variables can have a causal infl uence on others. Thus, 
infl uence is modeled by a set of structural equations to 
represent the way values of exogenous items in the model 
are determined. For example, Figure 1 shows a model where 
a Forest Fire (FF) could be caused either by Lightning (L), 
an arsonist dropping a match (MD), or both. The equality 
sign in these equations should be thought of as more like 
an assignment statement in programming languages; once 
set, the values of FF, L, and MD are determined. However, 
despite this equality, the FF has some other way that does 
not force the value of either L or MD to be 1 (true). Some of 
the variables in these equations may be causal, and some not. 
It is much more realistic to think of the structural equations 
to be deterministic and then use these values to capture all 
the possibilities that determine whether an FF occurs. One 
way to do this is to simply add those variables explicitly, but 
such may be exhaustive and not practical. Another way is to 
use a simple variable U, which intuitively incorporates all 
the relevant factors, without describing them explicitly. The 

value of U would be determined by whether the lightning 
occurred and/or the match was dropped. An alternative 
to assigning U would be by use of a conjunctive model like 
Figure 1(a) where there is only one indeterminant cause or 
1(c) where two are used. Using variables and their values 
is quite standard in fi elds like statistics, econometrics, and 
most engineering disciplines. It is a natural way to describe 
situations. In many ways, it is like propositional logic where 
the outcomes are binary, or engineering analysis where 
probability calculus is used. 

Causality has as its core the Halpern Pearl defi nition of 
actual causes that are of the form 1 1X x x xk k   , that 
is, conjunctions of actual events [6]. Those events that can 
be caused are arbitrary Boolean combinations of primitive 
events. The defi nition does not allow statements in the form 
of A or A’ is the cause of B. It does allow A to be a cause of 
either B or B;’ this is not equivalent to either A is the cause 
of B or A is a cause of B.’ This is an important distinction: we 
cannot treat causation results as numbers for comparison 
using conventional arithmetic. 

When working with structural equations, it turns out to 
be conceptually useful to split variables into two classes: the 
exogenous variables (U), whose values are determined by 
factors outside the model, and endogenous variables, whose 
values are ultimately determined by exogenous variables 
(V) through the structural equations. In the forest fi re 
example above, U, U1, and U2 are exogenous, and L and MD 
are endogenous. In general, there is a structural equation 
for each endogenous variable, but there are no equations for 
the exogenous. That is, the model does not try to explain 
the values of the exogenous variables; they are treated as 
given either as distinct values or probability distributions. A 
key role of the structural equations is that they allow us to 
determine what happens if things had been other than they 
were, perhaps due to external infl uences, which amounts 
to asking what would happen if some variables were set 
to values perhaps diff erent from their actual values. Since 
the world in a causal model is described by the values of 
variables, understanding what would happen if things other 
than they were amounts to asking what would happen if 
some of the variables were set to values perhaps diff erent 
from their actual values. Setting the values of some variables 
X to x in a causal model M = (S, F) results in a new casual 
model denoted MX←x. In the new casual model, the structural 
equation is simple: X is just set to x. We can now formally 
defi ne the Halpern-Pearl Causal Model M as a pair (S, R), 
where S is the signature that explicitly lists the exogenous 
and endogenous variables and characterizes their possible 
variables, and R is associated with every variable YεUV, 
a nonempty set R(Y) of possible values of Y (i.e., the set of 
values over which Y ranges). 

FF

MD

U2U1

MD MD

U

L L L

FF FF

(a) (b) (c)

Figure 1: A causal network can be presented as a graphical model by nodes and 
directed casual edges in several ways. Figure (a) shows all the causality exogenous 
influences as one (U), endogenous values (L and MD), and impact (FF) variable; (b) 
does not show the exogenous variables, and (c) shows a case where the basis models’ 
endogenous variables have different exogenous dependencies [9].
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While in theory, every variable can depend on every 
other variable, in most cases the determination of a variable 
depends on only a few others. The dependencies between 
variables in a causal model M can be described by using a 
causal network or graph consisting of nodes and directed 
edges, see Figure 1 for an illustration. It is these directed, 
acyclical graphs that were a key element in the development 
of causality approaches. Causal Networks (or graphs) 
convey only the qualitative pattern of dependency; they do 
not tell us how a variable depends on others. The associated 
structural equations provide the other parts. Nevertheless, 
the graphs are useful representations of causal models, and 
usually, how the inferential process is fi rst described. 

One of the goals of causal models is to determine the 
variables that can describe the important and unimportant 
variables that lead to the outcome. This can be a challenging 
topic for which there is rich literature [4,7-12]. In this 
application, we propose to use causal models where we 
are not trying to conclude the outcome but assess the 
reliability of the conclusion reached by an assessor. In many 
applications, it is more informative to assess the methods 
used and estimate whether the assessment is reliable enough 
to be acted upon than determining the more diffi  cult specifi c 
result of the model, which was the task for the assessor. 
Fortunately, this is easier than forming a full model. In 
the evaluation process, the fi rst issue is to conclude the 
reliability of the conclusion, before fi nding out what it is. 
If it is unacceptable, then the conclusion is not worthy of 
consideration for implementation, and it matters not what it 
is. Also, it turns out, that the determination of the reliability 
is much easier than the determination of the conclusion 
itself. When a client evaluates the proposal of an assessor, it 
is easy to focus on their experience, qualifi cations, and who 
is recommending them, and not on what information is to be 
used, whether they will be available to the assessor, and how 
its use will be undertaken. As an example, in fi nance often 
a consultant will be employed to do a seismic damageability 
assessment of a building but will not make it explicate what 
information will be used, what standard will be applied, or 
how it will be done. The person doing the assessment may 
not look at its design drawings, nor visit the building, instead 
relying on photographs by others or Google Earth views. 
And they reference standards of practice that are asserted 
to be followed but were not. This was the problem faced by 
an ASTM Committee in assessing the periodic updating of 
one of its standards. Thiel, Zsutty and Lee [1], and Thiel 
and Zsutty [13] addressed this problem in peer-reviewed 
papers, which did not substantiate the basis of the analytical 
methods used but relied upon its prior use by an ASCE 
Committee [14] which were not supported by reasoning why 
they were valid procedures. Its appropriateness is provided 
herein.

It is not practical to encode a complete specifi cation of 
a causal model with all the relevant exogenous variables. 
The full specifi cation of even a simple causal model can be 
quite complex [7]. In most cases, we are not even aware 
of the entire set of relevant variables and are even more 
unable to specify their infl uence on the model. However, for 
our purposes, we can use specifi c exogenous variables and 
simply focus on their eff ect on the endogenous variables. 

Figure 2 shows the graphic causal model we will use with 
distinctions between the exogenous components of concern 
to the assessor from the endogenous and other exogenous 
variables used to determine the model results. The total 
uncertainty of the assessment can then be characterized as 
composed of two elements: the uncertainty caused by the 
U1, …, Un, and the uncertainty caused by other aspects of 
the process, including the statistical aspects of the reasoning 
and analytic processes used. Under suitable assumptions of 
independence among the elements, the uncertainty of the 
total process is then composed of two elements that can 
be combined in the standard manner as the square root of 
the sum of the squares of the components or a weighted 
average. Since we are not addressing these later sources 
of uncertainty, the uncertainty contributes to judging the 
reliability of the contributors from U1, .., Un. The single 
causal structural equation considers only the uncertainties 
of the Ui values to characterize the reliability of the process, 
see Sections 4.5 and 4.6. This is convenient since forming a 
causal model for almost any purpose requires a great deal of 
work and expertise. Since we are not formulating a causal 
model for the results of the process but only considering 
the reliability of the result that is caused by what and how 
something is done, we can split the problem as we have in 
Figure 2. 

Measure and implementation evaluation
Proposed approach: The fi rst step is to determine 

the key issues, herein termed as components, determinative 

Figure 2: A causal model for an assessment that separates exogenous issues 
warranting concern from the actual causal itself, which will not be formulated. Each 
Ui is taken as connected to the specific note in the causal model to which it is 
applies, not to all. The focus is to determine the uncertainty contributed by the 
exogenous values, not the technical determination of the total process represented 
by the model.
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of the problem’s resolution. For specifi city, we assess a 
simple example: evaluate the seismic building performance 
(damage, potential injury, life loss, or property loss of use 
while it is being repaired). We suppose here that the goal 
is just whether it is safe or not and will only consider issues 
that contribute uncertainty to this conclusion. For the 
evaluation of the uncertainty measure for each component 
in the assessment process, we are interested not only in 
the technical descriptive characteristics of the component 
but also in the temporal currency and reliability of the 
observations as represented by the skill, expertise, and 
experience of the person(s) involved in the implementation 
and/or evaluation of the component. Both the technical 
characteristics and the quality of the assigned values 
impact the reliability of the results. It is proposed that 
the most effi  cient method of characterizing the reliability 
of the results of an assessment is by evaluating the 
uncertainty of the individual components of the assessment 
and then combining these uncertainties to quantify the 
total uncertainty and corresponding reliability of the 
resulting assessment. The uncertainty of the conclusion is 
determinable without determining the response because the 
standard deviations of these characteristics do not require 
the determination of the full statistical description. The 
uncertainty will be denoted β in the subsequent discussion. 
It is structured such that the lower the β value, the higher 
the reliability; in a sense β can be thought of as having 
the properties of a standard deviation. The problem of 
combining qualitative terms that express the degree of 
uncertainty will be addressed in Section 4.6.

If there is only one component of the reliability of the 
problem, then an adaptation of the logical truth table is 
appropriate; that is, the truth or falsity of whether the 
measures used are evaluated as appropriate or not and 
whether the implementation is acceptable or not. Table 1A
shows a two-by-two (2x2) matrix of the results of the 
assessments of the measure and the implementation. In the 
table, if the measure and implementation are acceptable, 
then the reliability of the result is Superior; if both are 
unacceptable, then Bad; and if one and one, then it is 
Poor. The latter is to emphasize that the unacceptability 
of either the measure used or its implementation yields 
an unacceptable outcome. We have no a priori reason to 
believe that the measurement options in this matrix are any 
more or less important than those of the implementations 
in determining the reliability of the assessment. Note that 
by symmetry we use the same term for the entry if the 
values of the assessment are inverted; that is, for both pairs 
(acceptable, unacceptable) and (unacceptable, acceptable), 
we assign the same term for the results. This 2x2 analysis 
would be characterized as having three levels of distinction 
Good, Poor, and Bad. However, there is unlikely to be just one 
level of measure that could be used, and the implementation 
is likely to have a graded level of performance options. 
Tables 1B, 1C, and 1D present matrices for alternative 
evaluation options, 3x3, 4x4, and 5x5, where the number 
is used to characterize options available for both measure 
and its implementation assessment. Note that in each case, 

Table 1: The assessment matrix for  β values where both Quality Measure and Implementation Characteristics are evaluated by qualitative assignment to the 3, 5, 7 and 9 
levels of Table 2. Note that B and C have middles and are preferred. The linguistic term is given first, and then the numerical b value assigned.

A. This table is for a 2x2 matrix and yields 3 performance distinctions.

Quality Measure
Implementation Characteristics (β)

Acceptable Unacceptable

Acceptable Good—0.20 Poor—0.50

Unacceptable Poor—0.50 Bad—1.0

B. This table is for a 3x3 matrix and yields 5 performance distinctions.

Quality Measure
Implementation Characteristics (β) 

High Medium Low

High Superior— 0.10 Good—0.20 Fair—0.35

Medium Good—0.20 Fair—0.35 Poor—0.50

Low Fair—0.35 Poor—0.50 Bad—1.00

C. This table is for a 4x4 matrix and yields 7 performance distinctions.

Quality Measure
Implementation Characteristics (β) 

High Better Lower Poor

High A—0.05 B—0.10 C—0.20 D—0.35

Better B—0.10 C—0.20 D—0.30 E—0.40

Lower C—0.20 D—0.35 E—0.40 F—0.50

Poor D—0.40 E—0.50 F—0.80 G—1.00

D. This table is for a 5x5 matrix and yields 9 performance distinctions.

Quality Measure
 Implementation Characteristics (β) 

High Better Medium Lower Poorer

High I—0.05 II—0.10 III—0.20 IV—0.35 V—0.40

Better II—0.10 III—0.20 IV—0.30 V—0.40 VI—0.50

Medium III—0.20 IV—0.35 V—0.40 VI—0.50 VII—0.65

Lower IV—0.35 V—0.40 VI—0.50 VII—0.65 VIII—0.80 

Poorer V—0.40 VI—0.50 VII—0.65 VIII—0.80 IX—1.00
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Table 2: The terminology used to describe qualitative reliability in qualitative terms (β) is associated with uncertainty assignments. When a numerical value has been 
determined quantitively, the linguistic term equivalent may be used to describe the results based on these bounds. The lower the β value, the lower the uncertainty of the 
assessment’s conclusions. See Table 1 for the respective matrices for β assignment and see Figure 3 for a graphic representation of the linguistic and numerical values for 
the three correspondences below. These are structured so that each named interval is (lower, upper), that is, the lower bound value does not apply for the given value, but the 
upper bound does. The lower bound includes the given value (≤,) while the upper bound does not (>).

Qualitative
reliability

term

Qualitative reliability term Qualitative
reliability

term

Qualitative reliability term

Assigned value Lower value Upper value Assigned value Lower value Upper value

A: For use where there are three value distinctions used: a 2x2 matrix 
applies.

B. For use where there are 5 value distinctions used: a 3x3 matrix applies.

GOOD 0.20 0.00 0.33 SUPERIOR 0.10 0.000 0.150

POOR 0.50 0.33 0.67 GOOD 0.20 0.150 0.275

BAD 1.00 0.67 1.00 FAIR 0.35 0.275 0.425

D. For use where there are 9 value distinctions used: A 5x5 matrix applies.
POOR 0.50 0.425 0.750

BAD 1.00 0.750 1.000

I 0.05 0.000 0.075
C. For when there are 7 value distinctions used; a 4x4 matrix applies.

II 0.10 0.075 0.150

III 0.20 0.150 0.250 A 0.05 0.000 0.075

IV 0.30 0.250 0.350 B 0.10 0.000 0.150

V 0.40 0.350 0.450 C 0.20 0.150 0.275

VI 0.50 0.425 0.575 D 0.35 0.275 0.425

VII 0.65 0.575 0.725 E 0.50 0.425 0.625

VIII 0.80 0.725 0.875 F 0.75 0.625 0.875

IX 1.00 0.875 1.000 G 1.00 0.875 1.000

Table 3: The following matrices for items 2 and 3 above describe the conditions that result in a Quality Assignment for the component under discussion based 
on the Quality Measure Characteristics and the Implementation Characteristics (how the information was evaluated by the assessor). With this pair of Quality 
Assignments for the Description and Implementation for a component, Table 2 provides the value for βi. See Thiel, Zsutty, [13,17] for other examples for the other 
important issues considered.

2. Site Visit Inspection: Refers to the extent of the physical inspection of the building.

Assignment Quality Measure Characteristics Assignment Implementation Characteristics

High

There is access to all areas of the building 
deemed important to observing the as-
built elements of the vertical and lateral 

load-resisting systems and their condition. 
Structural drawings were available to confirm 

this conclusion.

High

The structural drawings of the building and its latest modifications were reviewed 
before the site visit and, therefore, the assessor had a good knowledge of the 

vertical and lateral load resisting systems and related details before visiting the 
building. Any rigid non-structural elements that could interfere with displacement 

of the lateral load resisting system are identified. Support conditions of heavy non-
structural elements, ceilings, partitions, and cladding were observed. For observed 

conditions that were not anticipated, additional information was found that confirmed 
that these conditions have a significant effect on the vertical and/or lateral load 

resisting system. It was possible to verify the type and condition of diaphragm to wall 
connections.

Medium

Assessor had access to the highest priority 
portions of the building structure; however, 

some important elements that could be 
important were not accessible.

Medium Structural drawings were sufficient to define a valid structural system. 

Low Otherwise Low

Assessor observed that the as-constructed connections were not according to plans. 
There were significant unauthorized or non-documented alterations or changes to 

the
building. These changes were not indicated on the reviewed documents. Further 

evaluation is required.

3. Basis of Evaluation-Personal Qualifi cations: Refers to the assessor’s experience, knowledge, and other qualifi cations to perform the seismic 
evaluation reliably. 

Assignment Implementation Characteristics

Superior
Review completed by an ASTM E2026 Section 6.2.3 qualified Senior Assessor for Level 1 or higher assessments, and who has a working 

knowledge of P-154, ASCE 41 and ASCE 7. 

Good
Review completed by an ASTM E2026 qualified Assessor, or higher, for ASTM Level 1 or higher assessments, see ASTM E2026, Section 6.2.3. 

Alternatively, if the report has been completed, and the FEMA P154 score is less than 2.0.

Fair Review completed by a licensed structural engineer.

Bad All others
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the options for an assignment are ordered in terms that are 
hierarchically clear and that the   values assigned are for 
increasing uncertainty. Section 4.6 gives an interpretation 
of what a specifi c value of β indicates in uncertain terms and 
Section 5 gives an interpretation of what this value indicates 
for decision making.

Table 2 gives the numerical value ranges for the proper 
assignment of the linguistic term to characterize the total 
reliability determined. These relationships are graphically 
shown in Figure 3; they show that the 3, 5, 7, and 9 
distinctions are approaching a diagonal trend line. Note 
that where two distinctions (Quality and Implementation) 
are not required to express the quality of implementation 
for the characterization, then use of a simple defi nition 
can be assigned for each of the levels of distinction for the 
terms of Table 2, see Table 3 item 3 for an example. This will 
be particularly useful for numerical results, say standard 
deviations. The use of the defi nitions of Table 2 will allow the 
conclusions of the reliability assessment numerical results 
to be stated consistently as a linguistic term. In measure 
theory, these scales are termed ordinal [15].

In the matrices of Table 1 the distinctions between levels 
of evaluation on each of the axes are 2, 3, 4, or 5 terms of 
evaluation, which yield respectively 3, 5, 7, or 9 distinctions 
in reliability in Tables 1 and 2. We have imposed the same 
symmetry relationship in these matrices as was done in 
the 2x2 matrix. These tables are the result of what Halpern 
might describe as a Qualitative Bayesian Network in that 
the Quality Measure and Implementation Characteristics 
are both specifi ed as qualitative results, which are then 
attributed to a qualitative term, and a related numerical 
statistics value, and the language developed is not just for 
reasoning about probability but also for other methods [16]. 
Table 3 provides two detailed examples of the components’ 
matrices for the assignment that were determined by Thiel, 
and Zsutty [13,17] for a portion of an example assessment 
performed. 

The reliability evaluation process used is an extension of 
a procedure used in FEMA P-695 to estimate the reliability 
of the mean Structural Performance Behavior Evaluation 
Process [14]. They used linguistic statements for Quality 
Measure and Implementation Characteristics for a 3x3 
matrix with High, Medium, and Low distinctions, and 
the same β values as we have here. They did not provide a 
theoretical justifi cation for this method of analysis. They 
also did not provide a β value for the lower right cell for the 
3x3 and did not consider using other matrices, or vectors, 
which we provide. The author takes no exception with their 
conclusions using this procedure, in part because this paper 
provides an argument for their technical appropriateness in 
this section. 

Table 2 gives upper and lower bounds for the numerical 
values given in Table 1 so that the user can apply the 
judgment of the degree of appropriateness of the numerical 
value to represent the linguistic term used. Please note 
that the β values used here in Tables 1 and 2 are ones that 
the author has used in several applications; the evaluator 
is at liberty to assign diff erent β values than those given, 
provided they are monotonically increasing going from 
top to bottom in a column and from left to right in rows. 
We have found these to be good ways to approximate the 
uniform proportionality by the step functions of Figure 3 for 
diff erent levels of distinction from 3 to 9. This also assumes 
that the range of values included in Table 2 are all values on 
the unit interval including 0 and 1, but only once. 

Representation theory: One of the main mathematics 
tools used in this application is the Representational Theory 
of Measurement (RTM). It characterizes measurement as a 
mapping between two relational structures, an empirical one 
and a numerical one [15,18,19]. RTM is much criticized. Its 
critics, such as those that endorse a realist or operationalist 
conception of measurement, focus mainly on the fact that 
TM advances an abstract conception of measurement that is 
not connected to empirical work as closely as it should be. It 
reduces measurement to representation, without specifying 
the actual process of measuring something, and problems 
like measurement error and the construction of reliable 
measurement instruments are ignored [20-24]. Heilmann 
does not engage with these worries but rather sidesteps 
them by proposing to interpret RTM diff erently. 

Heilmann [6] proposed RTM as a candidate theory 
of measurement for our type of problem following a two-
step interpretation. First, RTM should be viewed as simply 
providing a library of mathematical theorems. That is, the 
theorems in the literature, including the three books that 
contain the authoritative statement of RTM [15,18,19]. 
Second, RTM theorems have a particular structure that 
makes them useful for investigating problems of concept 

Figure 3: Comparisons of the 3, 5, 7, and 9 distinctions for the four rating systems 
of Table 2. The linguistic values (vertical axis) corresponding to the numerical 
values (horizontal axis) are given graphically for the definitions given in Table 3.
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formation. More precisely, Heilmann proposes to view 
theorems in RTM as providing mathematical structures 
that, if sustained by specifi c conceptual interpretations, 
can provide insights into the possibilities and limits of 
representing concepts numerically. Exactly the subject here. 
If we adopt this interpretation, there is no reason why RTM 
theorems should be restricted to specifying the conditions 
under which only empirical relations can be represented 
numerically. Rather, we can view the theorems as providing 
insights into how to numerically represent any sort of 
qualitative relation between any sort of object. Indeed, those 
objects can include highly idealized or hypothetical ones. In 
this view, RTM is no longer viewed as a candidate for a full-
fl edged theory of measurement, but rather as a tool that can 
be used in discussing the formation of concepts, which in 
turn is often a particularly diffi  cult part of the measurement, 
especially in the social sciences. 

In Heilmann’s interpretation of RTM, we speak of a 
homomorphism between an Empirical Relational Structure 
(ERS) and a Numerical Relational Structure (NRS) 
characterizing a measurement. For example, for simple 
length measurement, we might want to specify the ERS as ⟨X, 
◦≽⟩, where X is a set of rods (measures), ◦ is a concatenation 
operation, and ≽ is a comparison of the length of rods. If 
the concatenation and comparison of rods satisfy several 
conditions, there is a homomorphism into an NRS ⟨R, +, ≥⟩, 
where R denotes the real numbers, + addition operations, 
and ≥ comparison operations between real numbers. As 
mentioned above, the existence of such homomorphism is 
asserted by a representation theorem. 

The exact characterization of what kind of scale a given 
measurement procedure yields is given by uniqueness 
theorems which specify the permissible transformations 
of the numbers. More formally, uniqueness theorems 
assert that ‘... a transformation ϕ ≽→ ϕ′ is permissible if 
and only if ϕ and ϕ′ are both homomorphisms ... into the 
same numerical structure ... ’ [18]. Following Stevens [25], 
a distinction is usually made between nominal, ordinal, 
interval, and ratio scales. Nominal scales allow only one-
to-one transformations. Ordinal scales allow monotonic 
increasing transformations of the form ϕ≽→ f(ϕ). Interval 
scales allow for affi  ne transformations of the form ϕ≽→αϕ 
+ β, α > 0. Ratio scales allow for the multiplicative 
transformation of the form ϕ→αϕ, α > 0. 

In the received interpretation, RTM takes measurement 
to consist in constructing homomorphisms of this kind: 
... measurement may be regarded as the construction 
of homomorphisms (scales) from empirical relational 
structures of interest into numerical relational structures 
that are useful’ [18,26].

In the following the term RTM will refer to the theorems 

in the three books that contain the authoritative statement 
of RTM [15,18,19]. Interestingly, there is relatively little by 
way of measurement interpretation of the theorems in these 
three books, even though RTM is still considered to be one 
of the main theories of measurement, if not the dominant 
one [23]. The interpretation of the mathematical structures 
as referring to measurement is by and large confi ned to 
a few smaller sections in those books [15,18,19,]. More 
importantly, the idea that RTM is a full-fl edged theory of 
measurement appears in the dozens of articles in which the 
diff erent theorems have been initially presented [18]. As 
perhaps the most poignant example of these articles, consider 
Davidson, et al. [27], in which we fi nd extensive discussion 
of how the proposed theorems might measure psychology 
and economics more scientifi cally. On the one hand, this 
suggests that the main proponents of RTM have undeniably 
intended it as a full-fl edged theory of measurement. At the 
same time, the theorems in the three volumes cited above 
can also be seen as separate from that. The fi rst move of the 
new interpretation is to do just that and hence to consider 
RTM as the collection of mathematical theorems of a certain 
kind. 

From a mathematical point of view, the representation 
and uniqueness of theorems in RTM simply characterize 
mappings between two kinds of structures, with one of these 
structures being associated with properties of numbers, and 
the other with qualitative relations. In the case of simple 
length measurement, the concatenation operation and the 
ordering relation are interpreted as actual comparisons 
between rods. Yet, since the theorem just concerns the 
conditions under which the concatenation operation and 
the ordering relation can be represented numerically, it is 
possible to furnish an even more general interpretation of 
what hitherto has been called ERS, the empirical relational 
structure. This more general interpretation is to replace 
the specifi c idea of ERS structure with that of a QRS, a 
qualitative relational structure.

Reinterpreting the empirical relational structure ⟨X, ◦, ≽⟩
 as a Qualitative Relational Structure (QRS) does not require 
any change, addition, or reconsideration of the measurement 
and uniqueness theorems in RTM. Indeed, all that is needed 
to apply the latter is that there is: 

• A set of well-specifi ed objects in the mathematical 
sense: that we have clear membership conditions 
for the set X. Mathematically, RTM theorems do not 
require that the objects have empirical content. 

• Well-defi ned qualitative relations, such as ≽. Mathe-
matically, RTM theorems do not require that these 
relations are interpreted empirically, i.e., that we 
can concatenate physical objects, or compare objects 
empirically. 
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The new interpretation of RTM hence sees it as a 
collection of theorems that investigate how a QRS ⟨X, ◦, ≽⟩
can be mapped into an NRS ⟨R,+,≥⟩. It thus clearly sidesteps 
any of the -criticisms of RTM in its received interpretation, 
since these criticisms were directed at RTM as a full-fl edged 
theory of measurement and focused on how RTM theorems 
apply to empirical relations. 

With this interpretation of RTM, we can also ask what 
kind of qualitative relations between imagined or idealized 
objects could be represented numerically. This is helpful in 
areas of inquiry in which there are no (or not yet developed) 
well-formed empirical concepts, and where there is a lack of 
agreement on several basic questions. 

Interpreting RTM theorems as specifying conditions 
of mappings between QRS and NRS, we can use them to 
speculate about possible numerical representations of 
abstract properties of abstract concepts. What is required 
for this are simply concepts that specify a well-defi ned set of 
objects and qualitative relations. With the new interpretation 
of RTM, we can also ask what kind of qualitative relations 
between imagined or idealized objects could be represented 
numerically. This is helpful in areas of inquiry in which 
there are no (or not yet developed) well-formed empirical 
concepts, and where there is a lack of agreement on several 
basic questions. 

Interpreting RTM theorems as specifying conditions 
of mappings between QRS and NRS, we can use them to 
speculate about possible numerical representations of 
abstract properties of abstract concepts. What is required 
for this are simply concepts that specify a well-defi ned set of 
objects and qualitative relations. 

How can β values be manipulated? The question 
is whether we can combine the β values for diff erent 
components since they are numerical values associated with 
a qualitative hierarchical description. And if so, how can we 
interpret the numerical results using linguistic terms? The 
fi rst observation is that the component’s linguistic terms 
and the numerical β values are given as measurements. 
The open question is whether these can be combined as if 
they are consistent measures and treated numerically since 
they are derived from linguistically determined matrixes. In 
other words, as a fundamental issue can these measures be 
manipulated in a normal mathematical manner with sums, 
and products, and used in functional relationships?

Each matrix has a diff erent group of β performance 
designations as given in Table 1, but all on the interval [0.1]. 
The Table provides the linguistic term used for the range 
of numerical β values that it spans. Note that the defi nition 
is consistent with a two-sided threshold for each term, as 
the lower bound does not belong to the interval, but the 
upper does, except for the lowest interval. This allows these 

mappings of the linguistic terms in total to be the interval 
[0,1] with no overlapping of the subsets, and each measure 
set is distinct and does not lead to the duality of assignment 
for any value in the set. Thus, the mathematic manipulation 
of the qualitative assignment can be used, and where it is 
desired, the functional values can be also referred to as the 
qualitative linguistic term corresponding from Table 2, and 
they will retain, as discussed below, the relationship a ≽ b 
implying ϕ(a) ≽ ϕ(b). The symbol ≽ is not considered to be 
the record of particular observations or experiments but is 
a theoretical assertion inferred from data and is subject to 
errors of inference just like any other theoretical assertion; 
thus, it has only an apparent relationship to conventional 
mathematical relationships a ≥ b, which is absolute and 
not inferred and thereby not applicable here. With the 
relationship ≽ accepted, the nuisance of variable data has 
been handled, and measurement proceeds as usual. The 
notions ≼ is introduced with the obvious meaning, and the 
symbols ≻ and ≺ provide an ordering relationship that does 
not include the possibility of equality but emphasizes that we 
are not strictly considering whether the basis is numerical 
or linguistic. A threshold is expressed as a ≺ T and the 
associated other limits. This now establishes the rationale 
for processing the β numerical values developed by whatever 
means we might propose and possibly more important to 
use an interpretation of the values determined by using the 
Table 1 methods and the Table 2 threshold values, in terms 
of the thresholds defi ning the terms used. Lastly, we note 
that the representations of the variability of the components 
can include the notion that they are random variables 
without specifi cs when convergence in probability applies, 
and then we proceed as if these are deterministic [19]. We 
present in Section 4.5 the mathematics of how we have 
established the β values as measures that can be represented 
by either a number or a term that can be combined and 
treated as random or deterministic values as suits our 
purpose. As a note, the notion of threshold processes such 
as these goes back to work by Kuce [28]and Luce and 
Raiff a [29], but it is not known to the author to have been 
used in civil engineering applications with a defense of its 
appropriateness other than in inference. 

The fi rst question is whether we can combine the
β values for diff erent components since they are numerical 
values associated with a qualitative hierarchical description. 
The answer is yes if you follow the principles of Ordinal 
theory [19]. This problem in measure theory is to represent 
such theoretical assertions by numerical ones. That is, 
can the representation a ≽ b result in ϕ(a) ≽ ϕ(b)? The 
relational statement a ≽ b is not considered to be the 
record of a particular observation or experiment but is a 
theoretical assertion inferred from data and is subject to 
errors of inference just like any other theoretical assertion. 
The problem of inference leading from observed data to 
assertions of a ≽ b is interesting and important but is not 
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part of measure theory per se. Once the relationship ≽ is 
adopted, the nuisance of variable data has been handled, and 
measurement proceeds as usual. Another important idea to 
be introduced is the notion of thresholds. We introduce the 
symbol ~ to represent the failure of two objects a, b to be 
discriminated by a specifi c method. A threshold is expressed 
as a ≺ T and the associated other limits. 

We now present defi nitions for the understanding of this 
process in terms of the following:

Let ≻ be an asymmetric binary relation on A. A pair 
,   of real values functions on A is an upper threshold 

representation iff    is nonnegative and for all a, b, and c in 
A the following hold:

I      If , then .a b a b b   

II      If , then a b b a b    

III      If , then  iff .a b b a c b c     

A pair ,    is a lower-threshold representation iff    is 
a nonpositive and properties i-iii hold with ≻, >, ≥ replaced 
by ≺, <, ≤, respectively. 

A triple , ,    of real-valued functions on A is a two-
sided threshold representation iff  , 



   is an upper one and 
,   is a lower one.

An upper-threshold representation ,   is said to be 
strong (strong*) iff  iv or iv* holds:

IV       iff a b a b b   

V       iff a b a b b   

The lower and two-sided representations are analogous 
[19]. The mathematical abbreviation iff  stands for if and 
only if.

We add the notation a~b operator as the symmetric 
complement of ≻, where it indicates that ¬(a ≻ b) and ¬(b ≻ a), or that a and b are similar but not the same; ¬ is the 
symbolic logical operator not. This provides a way to say 
that two measurements cannot be considered related; that 
is, no inference can be drawn. It also provides a way to have 
overlapping term sets that can be understood in each lexicon. 
When comparing outcomes for analyses, it is important to 
refl ect on the fact that the relationship operators, such as ≻, ≽, >, ≥ are required for comparing linguistic terms, but not 
for numerical ones, where the normal mathematical rules of 
numerical comparison rules apply. 

Interestingly, achieving either items iv or v above implies 
that items i, ii, and iii are valid without demonstration. If we 
follow this defi nition in the development of fi ndings, then the 
processing of the data presented is valid. In our case, A will 

be the interval (0,1). It is trivial to show that the defi nition 
above is met by the methods of assignment of β values and 
that the threshold method can be used. The β value associated 
with a component is assessed as mathematically acceptable 
and can be used in this reliability-based procedure. The 
diff erence here from a purely numerical determination is 
that the confi dence of a result compared to another is not 
absolute, but increases as the diff erence between the values 
increases, as discussed above. 

Quantitative assessment processing: If one or 
more of the reported results of the assessment is numerical, 
then it is appropriate not only to assess the reliability of 
the methods used but also the reliability of the reported 
numerical value(s) of interest. Often there are several 
measurements of values that are used to state confi dence 
intervals. Sometimes they are determined solely based on 
a stated probability distribution function with specifi ed 
parameters, say mean and standard deviation, coeffi  cient of 
variation, or confi dence limits. If there is no basis for the 
assignment of the distribution function and parameters, 
then this should be assessed following the methods of 
Section 4.1. 

If the number of samples of an outcome is smaller 
than suffi  cient to get acceptable reliability; then additional 
resamples of the original data can be implemented with 
limited eff ort by use of Bootstrapping. As Thiel, Zsutty, 
and Lee [1] demonstrated by using Bootstrapping, the 
Coeffi  cient of Variation (CV) converges quickly with larger 
Bootstrapping resampling. Efron and Tibshirani [30] state 
that bootstrapping is used not to learn about general 
properties of statistical procedures, as in most statistical 
procedures, but rather to assess the properties of the 
data at hand. Nonparametric bootstrap inferences are 
asymptotically effi  cient. That is, for large samples they 
give accurate answers no matter what the population. 
These results are technically considered to be more accurate 
aggregate statistics of the simulated process than the raw 
set of original values that would be provided by the original 
simulations [27]. Bootstrapping can be accomplished with 
minimal eff ort in Excel, with no added applications needed.

Table 2 gives an appropriate translation between an 
N-distinction value for a given value if it is decided to 
include this in the base reliability calculation. In some cases, 
it may be appropriate to make the numerical and reliability 
processes of equal weight, see Equations 2 and 3. Thiel, 
Zsutty and Lee [1] provide an extended discussion. 

A sample application: A key issue in the causality model 
is the structural equation characterizing the reliability of the 
process; that is, how the uncertainties of the Ui exogenous 
variables are manipulated to determine the result. This is 
approached by considering an example problem to illustrate 
the two diff erent structural equations that can be used. The 
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fi rst step is to determine the key issues of the problem being 
assessed. The example chosen is to evaluate the reliability of a 
seismic building collapse performance assessment [13] that 
was used by the California State University system to make 
decisions on what buildings should be seismically retrofi tted 
and when [17]. For an individual building, we fi rst identify 
all the issues that can contribute to whether the building is 
dangerous, too damageable, or will be usable, depending on 
what the goal of the assessment is. We suppose here that the 
goal is just whether it is safe or not and will only consider 
issues that contribute uncertainty to this conclusion. For the 
evaluation of the uncertainty measure for each component 
in the assessment process, we are interested not only in 
the technical descriptive characteristics of the component 
but also in the temporal currency and reliability of the 
observations as represented by the skill, expertise, and 
experience of the person(s) involved in the implementation 
and/or evaluation of the component. Both the technical 
characteristics and the quality of the assigned values impact 
the reliability of the results. It is proposed that the most 
effi  cient method of characterizing the reliability of the results 
of an assessment report is by evaluating the uncertainty of 
the individual components of the building assessment and 
then combining these uncertainties to quantify the total 
uncertainty and corresponding reliability of the resulting 
assessment. The problem of combining qualitative terms 
that express the degree of uncertainty will be addressed in 
Section 4.6. The following components are considered to be 
important for the evaluation of individual building seismic 
safety performance assessment; they are given in the same 
detail as the paper from which they came:

Basis of evaluation - plans and reports: Were the 
original design and/or any modifi cation retrofi t documents 
available for review? Were these documents suffi  cient to 
describe the structural system? If a retrofi t was completed, 
was it consistent with the then-currently applicable 
requirements? Was this retrofi t partial or complete? Were 
there other seismic assessment reports available? (If so, 
include copies appended to the FEMA P-154 form, [31]). 
Were all structural modifi cation drawings provided, i.e., 
do we know if the entities providing existing drawings 
know of all the changes/modifi cations made to the building 
since it was constructed? Otherwise, might there have been 
changes/modifi cations that are not known? 

1. Basis of evaluation - site visit inspection: Was 
the building accessible for the visit? Was it possible 
to observe a representative number of important 
structural elements (and potentially hazardous 
non-structural elements, such as cladding, ceilings, 
partitions, and heavy equipment: where failure 
could aff ect life safety) to verify the as-constructed 
condition? 

2. Basis of evaluation - personal qualifi cations: 
The qualifi cations of the assessor performing the 
assessment are of key importance to the reliability of 
the conclusions of the evaluation. In addition to the 
licensing and expertise of the assessor, the degree 
of experience in seismic performance evaluation is 
important; ASTM E2026-16a [32] provides a good 
standard for such qualifi cation requirements. For 
the CSU process, the assigned Seismic Review Board 
(SRB) Peer Review Engineer qualifi es as a Senior 
Assessor under this standard. 

3. Design basis: What were the seismic design criteria 
under which the building was designed and/or 
retrofi tted or otherwise altered since construction? 
This includes the specifi c seismic requirements as 
well as the regional standard of practice used (i.e., 
choice of structural system, extra detailing, evidence 
of construction quality control, or lack thereof). See 
Table 3 for two examples from Thiel, Zsutty and Lee 
[1], or others there and in Thiel and Zsutty [17]. It 
should be noted that before the current generation 
of detailed structural design requirements, certain 
Structural Design offi  ces (and some State Agencies) 
were recognized for their practice of producing 
“tough” earthquake-resistant buildings: placing 
extra shear walls, continuity detailing, composite 
steel frames wrapped with well-reinforced concrete 
cladding. In contrast, there were offi  ces that produced 
“the most economical, minimal, or architecturally 
daring designs.” The assessor should be aware of 
these standards of practice variations and their eff ects 
on the level of seismic resistance. 

4. Confi guration and load path: What are the 
vertical and horizontal irregularities of the structure 
using the ASCE 7 designations? Does the detailing of 
lateral load-resisting system elements accommodate 
the response eff ects of these irregularities? Is there 
an eff ective load path complete to the supporting 
foundation material? Does the detailing of the lateral 
load-resisting system provide adequate ductility 
to accommodate expected demands? What is the 
potential collapse mechanism? Is this mechanism 
capable of sustaining the ASCE 41 BSE-2E [33] 
displacements without collapse? If over-turning 
tension resistance is required, are there suffi  cient 
foundation details to ensure transfer to the supporting 
foundation material or tolerate limited rocking? 

5. Compatibility of deformation characteristics: 
Are the deformational characteristics of the building’s 
structural and nonstructural elements compatible 
with the expected seismic drifts? Is there any 
unintended interference from other stiff  elements 
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that could cause the failure of critical support 
elements (e.g., short columns or partial masonry infi ll 
in a moment frame system)? 

6. Condition: Are the structural elements in 
good condition, damaged, or deteriorated? Are 
any deteriorated elements important to seismic 
resistance and stability? Is there any damage due 
to past earthquakes, accidents, or fi res, and is this 
damage important to the seismic resistance? Are 
there any unauthorized modifi cations (openings, 
infi lls, installed equipment, etc.) that decrease 
structural resistance, or create life-safety hazards? 
The quality of this assessment depends on the degree 
of accessibility to inspect critical structural elements 
and potential falling hazards. 

It would be easy to identify many additional potential 
indicators of the resulting conclusion, as was done by Thiel, 
Zsutty and Lee [1], but our purpose here is to illustrate the 
application of the methods. Table 1 gives how the β values 
can be assigned where two descriptors Quality Measure 
and Implementation Characteristics, refer to the matrices 
of Table 1 and are presented as 3x3 matrices and fi ve 
component vectors. Table 3 gives the matrices for items 2 
and 3 as they were developed in Thiel and Zsutty of typical 
types of matrices used for this purpose. Another example is 
provided by Thiel and Zsutty [13], for management decisions 
on how and when defi cient-performance buildings should 
be scheduled for seismic retrofi t.

For a particular building assessment, the β values of 
Table 1 should be considered as starting values that may be 
modestly adjusted if the resulting uncertainty evaluation 
is clearly between the matrix values for a specifi c use. For 
example, the assignment of an interim value of 0.275 if the 
judgment is that an assessment is better than FAIR and less 
than GOOD, or 0.25 if it is closer to GOOD than to FAIR. Also 
note that when a particular evaluation from Table 1 is not 
suffi  ciently reliable for the user/client’s purpose, additional 
analyses and/or investigation expenditures can serve to 
reduce the initially high β value such that acceptable total 
reliability can be achieved. In many cases, it may not be 
clear that defi nitive choices can be made in the Table 2 
assignments. If we designate the probability of the Quality 
Measure as Pj for the three Measures j = H, M, and L, and 
as probability Qk for the Implementation Characteristics 
and βjk for the corresponding β value in Table 1 for row j 
and column k, then the appropriate combined βi value is 
determined as:

1 1    
n n P Qj k jki j k                     (1)

This simple average approach is used to determine the 
assigned value since we are in essence interpolating between 
the β values of the component matrix. For example, if the 

Quality Measure was assigned as MEDIUM with a probability 
of 100% the Implementation Characteristic HIGH with a 
probability of 75%, and MEDIUM with a probability OF 25%, 
then the β value would be 0.237; if the same probabilities 
were assigned to both, then the β value would be 0.153. We 
recommend that when there is complete uncertainty in the 
characteristics of a Measure or its Implementation, POOR or 
BAD be assigned depending on whether there is insuffi  cient 
or no information on which to evaluate the characteristics.

It is also important to recognize that Table 2 essentially 
provides a quantitative way to defi ne the qualitative terms 
of performance. In many cases, decision-makers may prefer 
to express their judgments to their peers in qualitative 
terms, Table 2 provides the linguistic term. Similarly, 
users, particularly non-technical audiences, may feel more 
comfortable or eff ective in using these qualitative terms 
for the justifi cation of an economic decision rather than 
quantitative values, which would require more explanation 
and possibly confusion. Our goal is to use these same terms 
to describe the reliability/uncertainty of the assessment 
results. The β values, since they are measures of uncertainty, 
serve to indicate that the higher their value, the lower the 
reliability. Both 3x3 matrices and fi ve-element vectors were 
used.

Determination of reliability/uncertainty values 
for assessments: The determination of the reliability 
of a specifi c building’s quality evaluation requires a 
mathematically defensible (statistically valid) method of 
combining the individual component uncertainties to reach 
an aggregated value, or measure of uncertainty, for the 
specifi c assessment process. 

The development of the causal function, in this uncertainty 
determination case, is very direct. In the causative model, 
individual component uncertainties are represented 
by their assigned Coeffi  cients of Variation (βi factors). 
Performance prediction can be represented as a product of 
multiple components; the uncertainty contribution due to 
an individual component can be represented by a random 
multiplier on the estimated system value. Therefore:

• The total uncertainty is the result of a chain of 
multiplication of the uncertainty of individual 
components that make up the decision process. 
We considered them to be independent, random 
variables or subjectively determined values refl ecting 
the uncertainty introduced by the modeling decisions. 
This is consistent with each being considered as 
successive Bayesian updates to the prior calculated 
value from the risk model of added information 
considered. 

• Each uncertainty multiplier is assumed to have a 
lognormal distribution with mean one and standard 
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deviation βi. This is consistent with prior practice in 
FEMA P-695 [34] as the basis of the current edition 
of ASCE 7 [35] standards for new construction (Thiel, 
Zsutty, 2018). For example, a βi = 0.1 indicates a 
roughly ±10% change (e0.1) of the estimated parameter 
standard deviation, or βi = 0.2 indicates roughly 
±22%, etc. This provides an intuitive understanding 
of why the total β for the process can be represented 
as the Root Mean Square (RMS) of component 
βi values, see Equation 2. An Alternative Mean Beta 
approach of a simple linear model is presented in the 
section for those who are not comfortable with this 
approach given in Equation 3, and Table 3 shows that 
the comparisons of their results are close, with most 
RMS values more conservative, that is higher than 
the alternate proposed. 

If we accept these assumptions, then the uncertainty of 
the component assessment process can be represented as a 
multiplicative function of the assigned component β values 
such that the logarithm of the assessed value is in the form of 
a sum of the logarithms of the components. If not, then see 
the discussion below on Alternative Means for Determining 
β. For mathematical tractability and consistent with the 
level of accuracy in the Qualitative-Quantitative relations 
in Tables 2 and 3, it will be assumed that the Probability 
Distribution of the random error in the assigned value for 
each measure is Log-Normal with a unit mean value and that 
the assigned β j is the standard deviation as discussed above, 
as well as the coeffi  cient of variation since the mean is one. 
These assumptions allow the determination of the combined 
uncertainty as a square root of the mean sum of the squares. 
While we have proposed seven critical components for this 
model evaluation, other applications may consider more 
or fewer issues. Therefore, we will consider M issues in the 
assessment calculations to make the method appropriate for 
general application. 

The conventional approach to the evaluation of the 
combined uncertainty in an assessed value is based on the 
Probability Rule for the Variance of a Sum of independent 
random variables being equal to the sum of the individual 
variances (βj

2). Given the M values of βj for each of the 
independent j issues, and using the assumption that the βj 
is the standard deviation of the random error in the value 
of issue j element, the combined uncertainty R is the root 
mean sum of the squares (RMS) of the βj values as: 

2 2( ) ( )1 1
RMS:   RWA: 

1

M M vj j j jj
R or R MM v jj

   
 

 

     (2)

It is important to note that in P-695 the desire was to 
determine the uncertainty of a calculated response value. 
Here we are determining the overall reliability of a series of 

estimated parameters. Without the normalization by M, the 
uncertainties would expand to the point of not performing 
the qualitative estimates; for example, if all were Superior 
(0.1), then the group of 5 would have P = 0.707, equivalent 
to achieving a Bad rating, while as indicated it would be 
Superior (0.10), which makes better sense; that is when all 
the component reliability βj assignments are the same, the 
aggregate should be the same. 

In the left expression of Equation 2, RMS, it is assumed 
that all the unreliability components have equal importance, 
which is equivalent to not being able to support the assertion 
that some components have more weight than others. The 
expression on the right, RWA, assumes that the individual 
components have diff ering weights of importance, with vj 
being the assumed weighting factor for the jth uncertainty 
source. For the objective of this uncertainty procedure 
that relates qualitative and quantitative descriptions, the 
division by M in the left- and right-radical is to ensure that 
the β value remains between 0 and 1 such that Table 1 can 
be used for the qualitative description of this mathematical 
(quantitative) result. This also achieves the desired result 
that if all the βj values are the same, and the assigned β is the 
same as the individual value. The left-side relationship of 
Equation 2, called RMS here, is interpreted as introducing 
no bias into the computation since all components are 
treated equally, and the right side, called Weighted Average 
(WA), as introducing a weighting corresponding to the 
subjective belief in the component’s relative importance to 
the reliability of the result. Each weighting is an assumption; 
it is suggested that the right-side equation be used only if 
there is a signifi cant diff erence in the assessed importance 
of some elements compared to others. This may occur where 
contributions are less important when compared to others 
for a particular building. The use of RMS is well-established 
in many fi elds but has also come to the fore in Noise Theory. 
Kahneman matter-of-factly combines uncertainty levels 
as the square root of the sum of the squares for Biases and 
Errors from diff erent sources [36], with a brief discussion of 
combining uncertainties, regardless of these sources, when 
each has a distribution function, if they are statistically 
independent of one another. 

Alternative mean of determining β: It could be 
argued that the use of the average of the contributors 
rather than the RMS is a more appropriate way to assess 
the net reliability of the resulting evaluation since it does 
not require assuming that the β values are surrogates for 
the standard deviation of logarithms of the normalized 
individual components, and the aggregation approach 
does not require independence of the component-assigned 
values. Taleb argues that the mean deviation, the sum of the 
absolute values of the deviation of values from the mean 
of the absolute value of the data less its mean is a more 
eff ective measure of unknown characteristics of the data, 
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especially where the distribution function is not known for 
the values, as is the case here [37]. Taleb argues that in such 
cases the average deviation is a better characterization of 
the unknown characteristics of the data, not the standard 
deviation because it gives higher weight to the extremes 
of the diff erences than to the low. It could be argued that 
the β value is such a measure of uncertainty, but since it 
is a measure of deviation, subtraction of the mean is not 
appropriate. In addition, there is a rich literature on using 
linear models to predict the outcomes of complex systems. 
An improper linear model is one in which the weights are 
chosen by some non-optimal method to yield a defensible 
conclusion. The weights may be chosen to be equal, based on 
the intuition of an expert, or at random. Research has found 
that improper models may have great utility, but it is hard to 
substantiate in many cases. The linear model cannot replace 
the expert in deciding such things as What to look for, but it 
also is precisely this knowledge of what to look for in reaching 
the decision that is the special expertise people have. In 
summary, proper linear models work for that very simple 
reason. People are good at picking out the right predictor 
variables and at weighting them in such a way that they have 
a conditionally monotone relationship with the criterion. 
People are bad at integrating information from diverse 
and incomplete sources. Proper linear models are good at 
such integration when the predictions have a conditional 
monotone relation to the criterion [38]. Dawes and other 
papers in Judgement Under Uncertainty: Heuristics and 
Biases [39,40] have substantiated this fi nding in psychology, 

medicine, and many other applications. The author believes 
that a proper linear model proposed herein is well applied 
to the problems of assessment reliability determination. The 
justifi cation would be that this form represents the average 
or expected error.

1 1

1

:   or SWA :  
M M

j j jj j
M

jj

v
SA R R

M v

 
 



 
 

   

             (3)

We assume two types of simple averages: one is that the 
weights of the elements are equal, and the other is that an 
experienced expert in seismic assessment selects them to 
refl ect the relative importance of the individual elements 
in infl uencing the decision. In some cases where numerical 
values are being aggregated, this could be set equal to the 
replacement cost of the building. This will be called the 
Simple Average (SA) combination approach, either by a 
simple average of equally weighted values (left) or Simple 
Weighted Average (SWA) values to the right. Equation 3 is 
the primary alternative means of aggregate βj to Equation 
2. Equation 3 is preferred when the β values are assigned 
based on selecting the linguist term from Table 2 directly 
without considering the Implementation of the measures. 

It is important to note for some evaluations that not 
all the components will be important, and those deemed 
unimportant may be excluded from the computation. 
Therefore, not all assessments will have the same 
components of interest. It may also be true that other 

Table 4: Impact on the β values for the assessment of having all but indicated βi values fixed at the same value from the 5-distinction data with one (1x) or two (2x) βi values set 
at the variable β value. Two aggregation approaches are used: RMS and SA. Green highlighting indicates that the β qualified for a Superior rating per Table 2, blue indicates 
GOOD, uncolored indicates FAIR, and orange indicates POOR or BAD. Only base values of FAIR or better are given; others can be easily calculated if needed.

Fixed β Variable β
1x0.1 1x0.2 1x0.35 1x0.5 1x1.0 2x0.1 2x0.2 2x0.35 2x0.5 2x1.0

RMS: 5 issues

0.10 0.100 0.126 0.180 0.241 0.456 0.100 0.148 0.235 0.326 0.637 

0.20 0.184 0.200 0.238 0.286 0.482 0.167 0.200 0.270 0.352 0.651 

0.35 0.316 0.326 0.350 0.385 0.546 0.278 0.299 0.350 0.417 0.688 

RMS 7 issues

0.10 0.100 0.120 0.161 0.210 0.389 0.100 0.136 0.205 0.280 0.541 

0.20 0.189 0.200 0.228 0.265 0.421 0.177 0.200 0.252 0.316 0.561 

0.35 0.326 0.333 0.350 0.375 0.498 0.301 0.315 0.350 0.399 0.611 

RMS 9 issues

0.10 0.100 0.115 0.150 0.191 0.346 0.100 0.129 0.187 0.252 0.480 

0.20 0.191 0.200 0.222 0.252 0.383 0.183 0.200 0.242 0.294 0.503 

0.35 0.332 0.337 0.350 0.370 0.469 0.312 0.323 0.350 0.388 0.563 

Simple Average: 5 issues

0.10 0.100 0.120 0.150 0.180 0.280 0.100 0.140 0.200 0.260 0.460 

0.20 0.180 0.200 0.230 0.260 0.360 0.160 0.200 0.260 0.320 0.520 

0.35 0.300 0.320 0.350 0.380 0.480 0.250 0.290 0.350 0.410 0.610 

Simple Average: 7 issues

0.10 0.100 0.114 0.136 0.157 0.229 0.100 0.129 0.171 0.214 0.357 

0.20 0.186 0.200 0.221 0.243 0.314 0.171 0.200 0.243 0.286 0.429 

0.35 0.314 0.329 0.350 0.371 0.443 0.279 0.307 0.350 0.393 0.536 

Simple Average: 9 issues

0.10 0.100 0.111 0.128 0.144 0.200 0.100 0.122 0.156 0.189 0.300 

0.20 0.189 0.200 0.217 0.233 0.289 0.178 0.200 0.233 0.267 0.378 

0.35 0.322 0.333 0.350 0.367 0.422 0.294 0.317 0.350 0.383 0.494 
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elements bear on the reliability of the assessment that must 
be added. We advise that the basis for such additions and/
or subtractions be documented in the report. 

The purpose of this proposed reliability assessment 
method is to provide the user with a qualitative description 
of the reliability of a given result: specifi cally, a quantitative 
β value is evaluated and then assessed using Table 1 to 
provide the equivalent qualitative term describing the 
assessment. In this way, we do not have to consider the 
nuance of the meaning of a change, such as 0.01, in the 
β value, but instead, use a qualitative term to represent 
the reliability. The basic presumption is that the user of an 
assessed value is better justifi ed (and more comfortable) 
to make decisions if GOOD or SUPERIOR applies and reject 
decision-making if the reliability is POOR or BAD. The 
method also serves to identify the specifi c components and 
implementations where investment in more information 
may improve the rating. 

It is interesting to observe what the impact of small 
diff erences in βi values in the group may be. Table 4 provides 
the β values for the RMS and the SA alternatives for diff erent 
assumptions of the β values. The Table shows the impact of 
completing a portion of the issues with a common β value by 
a better or poorer assessment procedure than the balance, 
where the β values are the same for all but one or two values 
that are diff erent, termed 1x and 2x in the Table. While the 
resulting values are comparable for some combinations, the 
Simple Average yields systematically higher reliability index 
measures (that is, lower β) for all 1x and 2x values than 
does the RMS procedure. The range of ratios of the RMS   
values to their Simple Average range from 1.000 to 1.673 
for the 1x comparisons, with the 2x values being in a tighter 
range of 1.000 to 1.458. Having either one or two higher or 
lower than the others can alter the model’s reliability index 
signifi cantly. It could be argued that the RMS procedure 
is more conservative than the SA, but it requires assessing 
these as independent random, variables on a mathematical 
basis only if the multiplicative model of components is 
accepted. The author believes that the SA procedure is more 
faithful to the data and the fact that its unknown factors 
are not samples from a systematic distribution but may 
be tinged with the possibility of systematic bias, in which 
case squaring the value adds an added uncharacterized 
uncertainty bias to the results. The alternative method of SA 
does not do so, and warrants consideration for use, not just 
here but in many applications. 

The clear implication of Table 4 is that accepting less than 
FAIR component reliability as the basis for the component 
assessment makes it very unlikely that the assessment 
will acquire a FAIR rating or better. In contrast, when 
SUPERIOR or GOOD is the base assessment, one can allow 
one or two components at a lesser rating and still acquire 

a GOOD or FAIR rating. This behavior may be considered 
in the formulation of a strategy when it is intended to 
increase the building assessment’s reliability with the most 
effi  cient use of available resources. In addition, the behavior 
exhibited in the Table provides a direct way to see what 
would be needed to improve the reliability of the assessment 
conclusion where there is a concern that the reliability is too 
low upon which to base a decision. Often the most important 
link in the assessment procedure concerns whether the 
assessor has access to the structural design drawings, has 
visited the building to examine its condition, and/or has 
the qualifi cations to do the assessment. For example, if 
the assessment does not have any of these attributes, then 
the rating of Component 3 may be POOR or BAD. Raising 
Component 3’s rating can dramatically change the β value
from 0.5 or lower to 0.2 or lower. If the base value of 
assessment is GOOD, then the reliability could go from 
FAIR to GOOD or better by this single action. If a second 
attribute is improved, then Table 4 makes it clear that the 
impact can be signifi cant. It is important to note that if 
there is concern about the reliability of the assessment, and 
the results will be an essential factor in making fi duciary 
decisions, it is appropriate to set the criteria for the 
performer/provider of the assessment to meet the client’s 
goals before the assessment is commissioned, but not 
revealed to the assessor for fear of contaminating the result. 
The purpose is to minimize the possibility of results that are 
not suffi  ciently reliable to use for related decision purposes. 
So, this provides an organized way to determine what may 
be changed in its rating to achieve an acceptable outcome.

It is noted that in most cases there will be several 
diff erent types of matrices used to assign βi values. The 
combinations of these terms, whether by the RMS or SA 
approach, are continuous. Thus, it is worth considering the 
options of which of the descriptor sets (3, 5, 7, or 9) is used 
for the linguistic set from which the term used is selected. 
As is seen in Figure 3, these are consistent over the range 
(0, 0.5] where the most threshold of acceptability values are 
likely to fall, and more distinctions may suit the purpose 
of the individual element’s decision quality. It may seem 
reasonable to use the predominant value of the components 
of the calculation to convert the resulting uncertainty index 
value to the equivalent linguistic term, but the author has 
found no compelling reason to do so. When another set 
of distinctions is used, then it should be noted so that the 
interpreter is informed. 

Confi dence limits that determine the numerical ranges 
that have specifi c upper and/or lower limits of probability 
are specifi cally addressed in Thiel, Zsutty and Lee’s 2021 [1] 
paper, but are not discussed here. 

Separating evaluations into distinct groups: 
Often it turns out useful to consider the components of 
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the uncertainty analysis to be completed in groups. For 
example, Category A could be the seven items we used above 
to assess the safety of the building. Category B could be a 
series of fi nancial issues, and C could be a series of planning 
issues. It is often better to acknowledge the performance 
characteristics of diff erent aspects of the components 
that impact the unreliability, so that not just the total 
unreliability is known, but also the aggregates to indicate 
relative importance. This will make it easier to decide 
whether the aggregate reliability is adequate and what 
are clear approaches to making it an acceptable number, 
either by doing additional work to improve the rating or by 
modifying the proposed work elements. 

It is interesting to evaluate the impact of diff erent 
levels of quality for the three measures (A, B, and C) on the 
overall reliability of the portfolio using the RMS or Simple 
Average procedures of Equations 2 or 3. The results can be 
useful for indicating where more information is required to 
achieve acceptable reliability or for setting requirements for 
a proposed assessment. The RMS rating for one SUPERIOR, 
one GOOD, and one FAIR is 0.24, which falls in the range 
given in Table 1 for GOOD. Table 5 allows the evaluation 
of many of the possible options, assuming that the values 
of the elements are consistent with Table 1 central values. 
The likelihood of getting an acceptable rating (FAIR) is not 
possible if one of the valuations is BAD. However, if none of 
the ratings are below FAIR, it is still possible to get a FAIR 
rating. If the client is careful in the setting of the criteria 
for the completion of the assessment report, then it should 
be relatively easy to achieve a GOOD or better rating for A. 

Table 5: Impact on 3 and 5 distinctions values from the qualitative value set, with one (1x) or two (2x) values set at a different variable value and the rest fixed. Green 
highlighting indicates that the value qualified for a SUPERIOR rating per Table 2, blue indicates GOOD, uncolored indicates FAIR, and orange indicates POOR or BAD. These are 
all for the 3- and 5-distinction options. Note that the differences in the RMS and SA values are consistently that the RMS is more conservative than the SA, but not by much.

Fixed Type 
Variable 

1x0.1 1x0.2 1x0.35 1x0.5 1x1.0 2x0.1 2x0.2 2x0.35 2x0.5 2x1.0

3 Terms

0.10
RMS 0.100 0.141 0.218 0.300 0.583 0.100 0.173 0.292 0.412 0.819 

SA 0.100 0.133 0.183 0.233 0.400 0.100 0.167 0.267 0.367 0.700 

0.20
RMS 0.173 0.200 0.260 0.332 0.600 0.141 0.200 0.308 0.424 0.825 

SA 0.167 0.200 0.250 0.300 0.467 0.133 0.200 0.300 0.400 0.733 

0.35
RMS 0.292 0.308 0.350 0.406 0.644 0.218 0.260 0.350 0.456 0.841 

SA 0.267 0.300 0.350 0.400 0.567 0.183 0.250 0.350 0.450 0.783 

5 Terms

0.10
RMS 0.100 0.126 0.180 0.241 0.456 0.100 0.148 0.235 0.326 0.637 

SA 0.100 0.120 0.150 0.180 0.280 0.100 0.140 0.200 0.260 0.460 

0.20
RMS 0.184 0.200 0.238 0.286 0.482 0.167 0.200 0.270 0.352 0.651 

SA 0.180 0.200 0.230 0.260 0.360 0.160 0.200 0.260 0.320 0.520 

0.35
RMS 0.316 0.326 0.350 0.385 0.546 0.278 0.299 0.350 0.417 0.688 

SA 0.300 0.320 0.350 0.380 0.480 0.250 0.290 0.350 0.410 0.610 

Table 6: A proposed decision matrix for how to act upon the assessed confidence in the reliability of assigned seismic performance level of the R.

R Seismic assessment reliability Recommended for implementation actions as Acceptable or Not Acceptable. 

SUPERIOR High reliability, assessment conclusions should be acceptable.

GOOD Reliability, assessment conclusions should be acceptable

FAIR
Marginal reliability. If this rating is acceptable, no further action required. If rating is not Acceptable then do not act on the conclusions of 

the assessment, and/or investigate actions to revise the assessment to yield an Acceptable conclusion. 

POOR/BAD Not reliable. Take no actions based on the assessment’s conclusions. 

Also, it should not be diffi  cult for any competent technical 
provider to get a GOOD or better rating for B, but it may 
require more work. The governing likely issue will be the 
justifi cation for the incremental cost of getting a GOOD 
or better rating for A, which may require locating and 
reviewing the drawings and having a qualifi ed person visit 
the building. This could be accomplished by managing the 
level of investigation prudently; for example, doing a higher 
level of investigations for selected portion(s) of the risk. 

The general procedure for reliability 
assessment

It is necessary in the author’s view for the client who 
proposes to utilize the results of a reliability assessment 
to determine whether the methods used are likely to yield 
results that are suffi  ciently reliable to warrant action before 
the assessment is commissioned. The uncertainty index R 
provides a direct manner to decide on the reliability result 
is actionable, whatever it might be. Table 6 provides an 
example of how these uncertainty measures could be used 
to guide a decision. For the case of a POOR or BAD quality 
evaluation, it is recommended that no decision be made 
based upon the evaluation unless that decision is made to 
reassess risk. If action is necessary, then complete a higher 
level of evaluation to be its basis. This should be included 
in the pre-investigation considerations of the requirements 
for the assessment to be done, and a pre-qualifi cation 
evaluation of the performer to verify that they can meet the 
reliability requirements for the actions under consideration. 
Note that Table 5 suggests that the exclusion of the orange 



IgMin Research in ENGINEERING 018 November 16, 2023  Volume 1  Issue 1

DOI: 10.61927/igmin1112995-8067ISSN

highlights the combinations of A, B, and C assessment values 
likely to yield SUPERIOR, GOOD, or FAIR R index values for 
any assessment based on its characteristics. The matrixes 
in Table 2 for 3, 5, 7, and 9 distinctions should aid the client 
in setting the minimum standards for the procurement of 
assessments that are acceptable. 

The general procedure recommended for application to 
any assessment is as follows, preferably before a commitment 
for the assessment is made, but if not feasible, then after. 

1. Using the statement of needs for the assessment, 
determine the components of the process, data 
(both existing and to be determined), investigation, 
personnel qualifi cations, and application that are 
pivotal to achieving the purpose. We advise not 
setting standards specifi cally that are numerically 
based, except if you are specifying acceptable ranges, 
say for limits for the Coeffi  cient of Variation of the 
results, but not indicating the answer that is desired, 
as this would cause prejudice and compromise the 
reliability of the result.

2. Prepare a reliability assessment R-value based on the 
criteria specifi ed for the assessment and determine 
if this prospective result is of adequate reliability 
to the client. If it is, then proceed; if not, then 
consider changing the requirements or availability of 
information or resources for the assessment so that 
the anticipated reliability can be adequate. 

3. Retain an assessor that proposes to meet or exceed 
these requirements for reliability. Possibly, it may 
be useful to reveal the evaluation matrices to the 
competitors. 

4. When adjustments are required to make the 
assessment feasible, then reconsider whether the 
original criteria are required, adjust Item 1, and check 
whether it yields acceptable reliability; if it does, then 
consider implementation.

5. When the assessment is complete and presented 
to the client for review, reassess the criteria and 
determine if the reliability value R meets the criteria. 
If not, take corrective actions and reassess until either 
the result is actionable, or conclude that they are not. 

Note that at no time do we suggest the assessor make 
alternative specifi c conclusions, which may raise ethical 
issues. We only ask for the use of methods and procedures 
that yield acceptable reliability to the client for the resulting 
recommendations. 

In many cases, the assessment was given to the user 
to support a conclusion desired by the provider. This was 
the case considered in Thiel, Zsutty and Lee [1] where the 

report was a Probable Maximum Loss (PML) seismic loss 
assessment for fi nancial consideration for a loan application; 
that is, the PML value was less than a specifi ed amount. Since 
many performers know without being told that under 20% 
is required for a loan without earthquake insurance, they 
do a reduced scope of work and do not follow the usually 
referenced ASTM E2026 [41] and E2557 standards. The 
performer must examine the structural drawings or have a 
qualifi ed person visit the building rather than just looking 
at photographs or Google Street view images. This was the 
issue presented to an ASTM Committee that provoked the 
initial development of this procedure in its specifi c form.

When an assessment has been completed and its 
uncertainty R assessed, then R provides a basis for deciding 
whether actions are warranted based on the assessment’s 
conclusions. 

Table 6 provides example guidance of how the uncertainty 
measure could be used to guide decisions. For the case of 
a POOR or BAD R rating, the author recommends that no 
decision be made based upon the evaluation’s conclusions, 
except possibly to complete a more reliable assessment on 
which to decide. A FAIR rating is in the author’s opinion 
marginally reliable, depending on the consequences of the 
decision to be made. A GOOD or SUPERIOR rating should 
be adequate in most circumstances. In the seismic risk 
assessment discussed above, the client made the decision 
that 0.30 was the upper threshold of acceptability, up the 
maximum for Good from 0.275 in Table 2B to 0.30 [17]. 
This was based on the application of their procedure to 
56 building evaluations and the recommendations of the 
California State University Seismic Review Board, which 
reviewed the conclusions of the assessors using the reliability 
value in conjunction with the modifi ed FEMA P-154 collapse 
susceptibility procedure for evaluation [13,17].

DISCUSSION
The essential purpose of this paper is to understand 

and evaluate the uncertainty in the reported results of a 
professional assessment. The method also can provide 
managerial resources for integrating reliability assessment 
into the structure of making decisions for recurring issues. 

It is important to recognize that there is inherent 
uncertainty in the results of all professional seismic 
performance assessments; this condition was well stated 
by Justice Roger J. Traynor in 1954 in the preface. Another 
applicable warning is where the consultant is providing 
probability estimates of loss values important to fi nancial 
decisions: The main point to keep in mind is that an 
estimate of fn without some sense of the confi dence set is 
usually not useful [42] (Wasserman, 2006, page 57; fn 

is an assumed characteristic of the statistical assessment 
procedure, say a distribution function used to describe the 
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data assessed). The procedures recommended to determine 
the reliability of a process of assessment (judgment), if it is 
to be implemented, begs the question of whether it should 
be a rule or a standard. Kahneman, et al. address this in 
Chapter 28 of their book [36]. The authors make a good 
argument for a rule that it will be done as opposed to a 
standard that may take so many requirements to be useful 
and meet the conditions of the diverse applications that 
an organization may not want to apply it exactly, that is, it 
can be modifi ed during the performance of the assessment. 
This suggests the recommended procedure is better to 
implement as a standard, not a rule, and that there should 
be an independent peer review of the means, methods, and 
results of the assessment. The big question is whether it 
is mandatory to review the requirements for the work and 
selection of those who do it or limited to just the assessment 
of the reliability of the results. This seems simple in most 
cases because many times the requirements are left too 
loose and assure nonreliable conclusions, wasting time and 
resources. The fi ve items at the beginning of Section 5 may 
provide a good starting point for a simple standard or rule.

As a general conclusion, when a person considers the use 
of a professional assessment result as a basis for a decision (or 
judgment) and they do not want to be a victim of a decision 
gone wrong, then there should be careful consideration and 
specifi cation of the scope of services for the study before it 
is commissioned. This consideration is needed to provide an 
acceptable reliability/uncertainty of the results. To detect 
possible sources of epistemic uncertainty, there should be 
a reasonably descriptive presentation of the component 
matrices. When results are reported, there should be an 
evaluation of the reliability of the conclusions presented 
completed by the client, not the provider. This follows the 
legal defi nition of being prudent, a term that means to obtain 
reliable data, use good judgment, and be wise, sensible, and 
reasonably cautious.

Often the reliability index provides a tool that can be 
incorporated into the decision fabric to allow the use of 
other information or numerical results. The California State 
University (CSU) has adopted this procedure in its seismic 
safety management program as a cornerstone of its recently 
revised program. Its seismic risk management program 
has been underway since 1993. Its prior program focused 
on a technical committee identifying high-risk buildings. 
Institutional pressures caused the need to assess all 
buildings in its inventory and have a record of their seismic 
issues, if any. CSU revised its procedures and used the 
methods presented in this paper as a basis for determining 
the reliability of individual building assessments, [13,17]. 
With limited funds, 24 campuses, and many thousands of 
buildings, it may take decades to have portions of buildings 
assessed for seismic safety using normal investigation 
procedures. The CSU is cycling through its inventory by 

examining high-priority buildings on a few campuses each 
year, requiring about eight years to do a full cycle, and then 
repeating this until all buildings have been examined. CSU’s 
objective was to provide a more reliable method of seismic 
safety assessment that is prudent and legally defensible, 
uniformly applied, transparent, and well-documented.

The CSU Seismic Review Board decided to revise its 
risk assessment process to include a modifi ed version of 
the FEMA P-154 procedure, where a low SL2 score value 
indicates a potentially high-risk level, to guide the SRB so 
that recommendations could be made for the allocation 
of limited capital investment funds [31]. CSU chose to 
implement a modifi ed FEMA P-154 procedure as a basis for 
making the list assignment decisions; this is described herein. 
They were concerned that the P-154 procedure defi ned any 
building with an S2L≤2.0 would require a higher level ASCE 
41 assessment and that the individual doing the assessment 
had a minimal technical understanding of the earthquake 
performance of buildings. P-154 requires more investigation 
if the probability of occurrence in 50 years is more than 
0.1%. The CSU modifi cations of the P-154 procedure were 
extensive, focusing principally on restricting the assessor 
to be a highly qualifi ed engineer, establishing a peer review 
procedure to evaluate the effi  cacy of the assessment, and 
determining the reliability of the assessment using the 
method presented herein. The standard adopted by the 
CSU management was that they were unwilling to consider 
reliability greater than β = 0.30 as unworthy of action. For 
those that qualifi ed for decision, actions were recommended 
as follows for each building assessed:

a. Assign to List 1 if SL2 ≤ 0.3. This is equivalent to 
establishing a priority that the building is seismically 
assessed and retrofi tted to meet California Existing 
Building Cove [43] Section 3.17 requirements as soon 
as practical, notwithstanding whether any other work 
is to be done. This corresponds to a risk of > 5% in 50 
years, > 2% in 20 years, and > 1.0% in 10 years.

b. Assign to List 2 if 0.3 ≤ SL2 < 0.7. This means that the 
CEBC Section 3.17 trigger limits do not apply. If work 
requiring a permit is proposed, then it is required to 
seismically assess and retrofi t the building to meet 
CEBC requirements. This corresponds to a risk of 
2.0% to 4.9% in 50 years, 0.8% to 2% in 20 years, and 
0.4% to 1.0% in 10 years.

c. Do not assign to a list if SL2 ≥ 0.7. This is equivalent to 
letting other requirements dictate when the seismic 
issues are resolved, where the proposed action is 
required by the governing Building Code, CEBC 
Section 3.17. This corresponds to a 1% probability of 
collapse in 50 years. As a note, the California Existing 
Building Code requires seismic assessment of existing 
CSU buildings if the cumulative modifi cations from 
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the date of construction or 1997, whichever is later, 
are greater than or equal to 25% of the building 
replacement cost. So not assigning a building to a list 
is not a pass for future consideration of seismic safety.

CSU tested this application against 56 structures assessed 
that were constructed from 1922 to 1994, with an average 
date of 1968. The SRB was given authority for independent 
building plan technical review for modifi cations of existing 
buildings in 1993. The typical report of the modifi ed P-154 
assessment consisted of two form pages, added discussion 
of the assessor’s observations, and often a few detailed 
images from the design drawings. The average length of 
the report was 3.75 pages, with many having limited added 
comments because the case was so evident that the building 
was not hazardous on its face. When these were assessed, 
the full team had access to the design structural drawings 
for reference and discussion This was the fi rst peer review 
of the performance of the assessments. The chair was not an 
assessor and reports that there were vigorous discussions 
in most cases that led to modifi cations of the reported 
SL2 scores both up and down in many cases. The group’s 
average SL2 score was 1.18, and it ranged from 0.20 to 3.0; 
50 were less than 2.0, which was the P-154 original method 
requiring detailed seismic analysis. Only two were placed 
on List 1 or List 2. This process was evaluated by the SRB 
members not performing the assessment individually with 
access to the full drawing set in an open meeting. The CSU 
Building Offi  cial and other CSU managers also participated 
to ensure the procedures were followed to yield a consistent, 
transparent, and documented assessment process. This 
was the second independent peer review where again 
some changes were made and in a few cases the assessor 
was asked to reconsider aspects of their assessment. CSU 
management reported that this gave them added confi dence 
in the outcome. CSU has recently completed its second 
series of assessments, is implementing the third annual 
evaluation eff ort, is in advance planning for its fourth, 
and has committed to its continuing use as its evaluation 
metric, with annual reassessments by the SRB to refi ne the 
eff ectiveness and reliability of the process. 
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